Virtualisation – A technical primer
Introduction

The term virtualisation
 has been around for a long while (in computing terms of reference) with the idea of a virtual machine first being explored in the early days of mainframe computing (most notably by IBM with their IBM M44/44X). More recently, use of the term has proliferated, and it has become an industry buzzword used to describe a number of technologies. Whilst these technologies range in function and use, the common thread throughout is the replication of a function traditionally performed by a single device onto a device that splits its resources in order to perform a number of these functions. 
The difference between conventional and virtualised environments can be thought of to some extent as the difference between cars and buses. Rather than each traveller (application/service) needing a separate car (device), many travellers can be put into one transporter, the bus. Whilst the engine of the bus (the compute power of the device) needs to do be more powerful than the engine of the car to move more people, its total power is much less than the cumulative power of dozens of cars. And therefore the total fuel (energy) consumption of the larger vehicle is less than the total consumption of several smaller ones. It also requires less management to control one bus than several cars. Of course, the skills and support required to successfully run a bus station are different to those required to run a garage; and the use of virtualisation comes with management challenges. 
Luckily from an efficiency point of view, the current infrastructure of many institutions is such that the devices used are over provisioned for the uses that they are being put to – it is as if many individuals are travelling in their own personal buses. Therefore it is possible to accommodate more processes onto existing equipment, reducing the energy consumption and simplifying the management, with outlay only required on the management systems to control the virtualised environment.

Change management and control processes are vital to successful virtualisation. Like any technology implementation, virtualisation is complex and requires a firm vision for the benefits to be fully realised. Without core processes in place to control and support a virtualised environment, there is potential for all efficiencies to be lost. An institution without network and server management (through FITS or similar) is not an institution that is ready for virtualisation. There is also a need to pay attention to licensing, as many software applications licences are affected by their virtualisation.
It is also important to realise that the actions of users on one virtual server can impact the performance of users on another since all virtual servers are using the same actual processor. This is the reason that hosting companies, who use virtual servers extensively to provide shared hosting, restrict users from undertaking activities like bulk email or operating high traffic websites on shared hosting accounts.

In installations where high processor usage is expected it may not be possible to accommodate that activity on a virtual server. 

Types of Virtualisation.

There are several types of virtualisation in use in the marketplace. The term ‘virtualisation’ is now being associated with lots of disparate activities some of which may not be virtualisation in the strictest sense, not all virtualisation is the same. 

The most common type of virtualisation is Server virtualisation, but desktop, storage, and application virtualisation are all also fairly commonly used. Unfortunately for those trying to steer a path through the jargon, all of these are pretty much interchangeably referred to as virtualisation. To further muddy the waters “Grid computing” is a form of virtualisation as well!
Server Virtualisation.

This is the most fundamental of the virtualisation techniques, and the one with potentially the most radical savings in energy. Servers, as centralised repositories designed to hold data and to deliver applications, have got ever more powerful, and yet are usually only partially used.  At the time of writing it is believed that on average server capacity usage is typically less than 7%. Virtualisation seeks to take the work of, say, ten underworked servers, and put one server to undertake the ten tasks. The virtualisation software controls those ten processes, making sure that those with immediate computing needs are served first, and that resources are properly managed.
A further benefit of virtualised servers is in commissioning new servers. If you have a new piece of software that requires a server to run on, and normally you would have to purchase a new server to do so, virtualisation allows you to create a new virtual server on which to run that software immediately. Obviously this saves you the cost of the hardware, but it also saves the time spent configuring a new server for your particular environment. The downside to such easy creation of new servers is so called “Server sprawl”, where new virtual servers are commissioned unnecessarily consuming resources that would be better used to service current uses. This can be mitigated with proper procedures and processes to control server commissioning. 

Desktop Virtualisation.

Desktop Virtualisation (also known as VDI or Virtual Desktop Infrastructure) is where a user’s desktop is run on a server rather than on their local machine. So instead of running applications from your local hardware or saving files to your local hard drive; all the data is saved and run from the server. This means that when you double click an icon to run an application that application is running on the server, and not on your own machine. 
This approach provides several benefits. Firstly, as the majority of the hard work is being performed on the server and not on the local machine, it’s possible to use much lower power devices locally as they have much less work to do. Also, it means that devices can continue to be used for longer, extending the operational life of the devices. This is often referred to as “sweating the assets”; and provides obvious environmental benefits. A virtualised desktop will also allow connection from any client device
, whether that be a conventional desktop computer, a laptop, a thin client device, a smart phone or even a set top box. This provides a consistent user experience across any device, and gives access to all applications no matter where the user might be or what device they are using. As all the software is being run centrally, support also becomes easier, with technicians able to easily see the user’s session and resolve any issues.
The main disadvantage of desktop virtualisation is the requirement that the user always have a connection to their server in order to be able to work. Whilst this is relatively straightforward in a fixed office context, as soon as a user becomes mobile, being forced to use a slower connection (3G or domestic ADSL for instance), the user experience can degrade; and should the user have no connection at all, then the virtual desktop will be unavailable. 

Thin Client and Desktop Virtualisation
There is often confusion between these two technologies, as in essence a thin client solution is reliant upon desktop virtualisation. However, the reverse is not true. Desktop virtualisation does not care what type of device it is being utilised, and can just as easily be used with “thick clients” (traditional PC style devices) as “thin clients” and even “zero clients” (devices with enough on board ability to connect to the server and nothing else at all). Thus desktop virtualisation is the technology upon which thin clients rely, but is a separate technology in and of itself.
More on VDI and thin clients is available on Becta’s Emerging Technologies site
.

Storage Virtualisation
In large computing environments, storage is complicated. It requires management throughout its life span, with regular back ups and free space to be monitored. Furthermore, it can be spread widely across many different devices, with little commonality between them. Storage virtualisation aims to simplify storage management, by grouping all storage together and pretending that it is a single storage mass, broken into blocks that can be grouped together to be managed, or assigned to individual devices. 
Application Virtualisation
Application virtualisation is similar in many ways to desktop virtualisation, as it involves the re-location of applications from the local device to the server. But rather than the whole desktop being virtualised it is simply some or all of the applications running on the device that are moved. When the applications are required they are either run on the server or streamed to the client device to be run locally. A feature of virtualised applications is that their interaction with the local machine’s operating system is minimised, allowing them to be run in a “bubble”. In this way, any problems with the application are isolated from the machine itself. This allows virtualised applications to be run on many different platforms.
Microsoft’s Softgrid is an example of application virtualisation that you may have come across.

The process for virtualising an application is such that not all applications can be virtualised. Older applications in particular are often written to address the hardware directly, and so are difficult to virtualise. Also some types of software require interaction with the operating system (anti-virus, for example), and as such are unsuitable for virtualisation.

Grid computing

Grid computing is the construction of a virtual supercomputer from many smaller distributed computers. As most computers run with computing resource to spare, grid computing takes advantage of this spare resource, and splits an application across the many devices, allowing much higher computational ability than regular computers. The client devices can be geographically distributed, either as part of a single organisation, or even many public devices. This form of virtualisation is also known as distributed computing. The best known “grid” application is the SETI@home
 project, which, for the last 10 years, has been harnessing spare computational power from millions of machines worldwide to search received radio transmissions for signs of extra-terrestrial life.
I/O Virtualisation

This is a very technical process by which a series or cluster of servers share a set of standard interfaces. This allows the cluster of devices to share a single network interconnect, and simplifies network design. It is a technique that is still fairly new, and the technologies involved are still somewhat immature.

Security Virtualisation
Security virtualisation is where user access to processing resources are routed through a single point where the security functions (firewall, anti-virus, anti-spyware etc.) are located.

Shared Computing/One-to-many
Shared computing is used to describe a situation where many users share a single desktop. This can be useful in a small office environment that has a number of light users only and the cost of implementing and supporting a traditional server cannot be justified. Those that have been in computing for a long time may remember concurrent DOS which was probably the first commercial instance of shared computing.
� Or vitualization for those with a US leaning


� Note that there are a few pre-requisites required for this to be the case – a high speed connection and the ability to share protocols with the server. Mostly, these are relatively easy to provide.


� http://emergingtechnologies.becta.org.uk/index.php?section=etn&rid=14277


� http://setiathome.ssl.berkeley.edu/





